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This note presents an analytical development of the 
adjoint method as applied to linear deterministic systems. The 
development utilizes matrix aotation-i a s  much as possible to 
simplify the development. The note also includes a simple ex- 
ample of the method to outline the computational steps required. 
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1. Introduction 

The method of adjoints is a powerful analytical too2 in 
the determination of the sensitivities of a system's f i n a l  state t o  
perturbations in the control or state of the system along its 
trajectory in the state space. This technical report provides an 
analytical development of the adjoint method. 
the method's application to deterministic linear systems :is .. used 
to outline the procedure. 

An example of 

2. Linear Systems 

We shall study the linear dynamical system 

where: 

dx - = F(t)x t G(t) u(t) 
dt 

x(t0) = c 

t =  time 
x = an n vector, the system state 

u(t) = an m vector, the control 
fit) = an nxn matrix 

' at) = an nxm matrix 

Equation (1.1) may represent a model of a linear 
system or a linearized model of a nonlinear system. 
tities in (1.1) wil l  be real. The set of a l l  x is thus a real  n - 
dimensional Euclidean space called the state space and denotedby 
X .  If F(t) & G(t) a r e  constant the system is called constant or 
time invariant. If u(t) = 0 the system is called free and we have 
a set  of homogentous equations. The functions F(t), G(t), u(t) a r e  
defined for all-P<f<aO and are bounded in every bounded interval 
of t. In addition we assume throughout that they a re  measurable 
functions of t. 

All quan- 

- 

Let us form the "fundamental solution matrix." 

where 
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4 (t, to) is the matrix formed by n independent solutions 
of the homogeneous part of (l.l), each solution being obtained by a 
unit initial condition in  the mth component of the 
the other (n-1) components of x;.to zero ‘at,$,. Then n 
a r e  arranged in a matrix. 

x vector and setting 
solutions - 

p )  (t) ............. xl(m) (t) .... 0 ........ x y  (til 
(t). ............ x i m )  (‘f) ............. (1) 

O F  (4 ........... ............ (t).. xn (m) (t) xn 

where the superscript denates the solution and the subscript the 
component of the vector. Furthermore the initial conditions are 

Q (to, to)  = 

- - 
1 0  ................. 0 .............. ....o 
0 1  

. . . 
t 

* . 
O. . . . . . . . . . . . . . . . . . . . l . . . . . . . . . . . . . . . . . . .  
0. . : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .1  

= I  

(-1.3) 

(1.4) 

as given in  &2)b  

Substituting (1. 2) in (1.1): 

Substituting in (1.2) 
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NOW. 

(1.10) 

where: 

- dx = F(t) x t G(t) &It) (1.11) 
dt 

Equation (1.10) may be used to obtain the effects of initial 
conditions of a set of linear or linearized equations on the state 
vector at  some t . The f i rs t  term in (1.10) provides the means of 
obtaining the sensitivities of the state vector x(t) to variations in the 
initial state x(to). The second term provides the means of determining 
the effects of the control u on the f i n a l  state x(t). For  an impulsive 
perturbation in the control a t  some time 7 we would then have: 

for tt?' 

where fx(t) i s  the perturbation in the f i n a l  state and is the im- 
pulsive perturbation in the control at time T . It becomes evident; 
however, that the utilization of equation set (1.10) may be a cumber- 
some job. 
descent trajectory during re-entry would require many solutions of 
equation 1.2 for various Qts. 

To determine the effects of disturbing forces along a 

(1.13) 

to obtain: 

(1.14) 
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Similarly the effect of the control a s  applied a t  t = 2' 
requires the determination of @ (t,7 ) for toSi71 t 
large simulation job. 
of attacking this problem by means of adjoint functions. 

again a 
There is  happily a more efficient method 

3. The Adioint Method 

Let us attempt to find a solution matrix adjoint to 1.13: 

Q ( Y , t )  aj -l(y,t) = I 

@ (t,t) = I 0 where 

Substituting 

or transposing: 

Equation 2.7 is the solution matrix of a set of differential 
equations adjoint to ('1.2) 

then 1 satisfies 

7- 

A&) represents an n vector adjoint to and&fla 
solution matrix adjoint to 4 ( rr +e) . 
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Thus by solving equation set  (2.7) only once we can ob- 
tain @ (t, '5' ) required in equation set (1.10). 

4. ExamDle of the Adioint Method 

As an example consider a particle falling vertically under 
a constant gravitation acceleration g: 

;1 = x2 

;z = 'g 

where x1 is distance and x2 velocity, 
Referring to equation set  (1.11). 

F(t) = 1 
and 

By normal integration from to to t 

(3.2) 

(3.3) 

(3.4) 
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Using the adjoint technique: 

bT(t,r 1 = -F%) T( t ,Y)  

gT(t, t) - 1 
or 

with 

then: 

$22 = 4 2 1  

and from the definition of #(t#),: 

or: 

L 
and from (1.10) 

11 December 1963 

.-I 1 
(3.9) 

It is observed that equation (3.10) provides 't)re sensitivities 
of x(t) to perturbations in x(t0),zgivifig4aetsahe zesultscar;f3.5)~cj-  
7 ' -  I .  IC ;t \.. . 2: ' - 1  
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